sage ! (s3)
n.
One venerated for experience, judgment, and wisdom.

“ adj. sag-er, sag-est
AT 1. Having or exhibiting wisdom and calm judgment.
= (;' A 2. Proceeding from or marked by wisdom and calm judgment: sage advice.
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Per-cip-i-ent (pr-sp-nt)

Adj.

Having the power of perceiving, especially perceiving keenly and readily.
n.

One that perceives.
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b Storage cannot keep up w/ Compute!

b Way too much data

b Way too much energy to move data

D New Storage devices use unclear

Db Opportunity: Big Data Analytics and Extreme Computing
Overlaps

Storage Problems at Extreme Scale




Big (Massive!)

Extreme .
Data Analysis

COmpUtmg A Avoid Data Movements

A Changing I/O needs A Manage & Process
A HDDs cannot keep up extremely large data

sets

Need Exascale Data Centric Computing Systems
Big Data Extreme Computing (BDEC Systems)

SAGE Validates a BDEC System which can Ingest,

Store, Process and Manage extreme amounts of data

SAGE Project Goal
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Provide/Validate Novel Storage Architecture
I Object Storage w/ a very flexible API , driving
A Multi-tiered Hierarchical Storage System
A Providing integrated compute capability

Purpose: Increase overall scientific throughput!
I Co-designed with Use cases
I Integrated with Ecosystem tools

Provide roadmap of component technologies for achieving Extreme Scale
I Including Programing Models and Access Methods

European Excellence in the area of Exascale Data Centric Computing by targeting;

i HPC & Big Data technology Influencers
T Scientific Communities & Infrastructure/Wider Markets

SAGE Overall Objectives



A Tracking very strongly European Exascale and HPC objectives
I Very Active Participation in ETP4HPC

I Strategic Research Agenda (SRA) Goalsi SRA2
(http://www.etp4hpc.eu/en/sra.html)

A Continue to be extremely well aligned
A Driving future H2020 projects ( FETHPC2, ESDs, etc)

A Synergistic with worldwide initiatives
I ECP (Exascale Computing Project): https://exascaleproject.org/
I  BDEC (Big Data Extreme Compute) : http://www.exascale.org/bdec/

SAGE Overall Objectives



A ITER Data Analysis
i Prompt analysis, pre-emptive caching, é
A Engineering and Modelling

I Note PPPL already working on
Exasacale development with XGC* |
opportunities for collaboration?

* http://lwww.pppl.gov/news/2017/02/advanced-fusion-code-led-pppl-selected-participate-early-science-programs-three-new-0

SAGE Relevance to Fusion




Extreme Data Application
“Analysis Needs
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A Primary Goal

I Demonstrate Use Cases & Co-Design
the system

AppliCation

Needs

A Methodology
I Obtain Requirements from:
A Various Use Cases
A Detailed profiling supported by
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V Co-Design Requirements

V Automated Application Characterization w/ Tools

Applications
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CCFE fusion energy applications
I Analytics of Log-files for Fusion (ALF)
I Spectre: Providing near real time feedback on plasma
I Finite element analysis using ParaFEM
Savu
I Tomography reconstruction and processing pipeline
Ray

i Distributed assembly of metagenome

JURASSIC

I Fast radiative transfer model simulation code

IPIC3D

I Particle-in-Cell code for simulations of space plasma

NEST

I Simulator for spiking neural network models

Angelia benchmarking framework
I Benchmarking framework for Apache Flink

{@)SAGE Applications




A Goal
i Build the data centric computing

* 'Big Science’ Experi | i
e o platform
Data Ingest / Read Out 4 Applications A M e t h 0 d 0 I 0 g y
1 1 I Advanced Object Storage
[--- Object Based Storage API ---] - = ]
UNIFIED OBJECT BASED STORAGE INFRASTRUCTURE I New NVRAM Technologies in 1/0

B = -
ﬁwm | i Ability for 1/O to Accept computation

A Incl. Memory as part of storage

NVRAM 2
(eg RRAM, NAND Flash) . RRAM Pool tiers
Compute Pool | High Performance Scratch Storage Scratch Storage '|' A P | for mass ive d ata | n g est an d
Pool
Archival Archival Pool eXtre me I/O
T ' i Commodity Server & Computing
Modesorkfons | Components in I/O stack

f "‘ Percipient Storage Overview




I |
Percipient Storage Stack




